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VNET/P: high performance virtual overlay networking for tightly-
coupled parallel systems
—Overlay networking directly implemented into VMM

* Further performance improvement
—Further performance optimizations (in submission)
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